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ABSTRACT—Facial Emotion Recognition is an emerging field in research. Emotion recognition 
system discussed here is based on the movements of muscles beneath the face called action units. 
But a proper pre-processing is required to attain a high accuracy rate to classify emotions. A well 
engineered Convolution Neural Network is proposed in this paper which recognises emotions 
through action units(AUs). The various pre-processing stages discussed includes:face-
detection,gray-scale  conversion,cropping,resizing,normalization using adaptive histogram 
equalization and filtering done using a non local means filter.  The dataset used is Extended Cohn–
Kanade Dataset (CK+).Experiment results show a high accuracy and recognition rate.

INDEX TERMS— Emotion  Recognition,FaceDetection,Rgb-gray scaleConversion,cropping 
resizing,CLAHE,Non local means Filtering, FeatureExtraction,Deep Learning,Convolution Network

——————————      ——————————

1. INTRODUCTION                                                                     

      Facial expression is a major non-verbal
means of expecting intentions in human com-
munication.[1]
          Emotion recognition system has applica-
tions in wide areas of image processing such
as  robotics(human-computer  interactions.
Emotion recognition is  used in  E-learning to
analyze students approach to the faculty and
changing the methodology. In monitoring the
drivers behavior to ensure safety in driving. In
medicine,determining  the  psychological  be-
havior/emotions of patients helps in giving the
best treatment.[2,3,4,5,6,7,8,9].
     Various studies have been conducted to
recognize emotions. But a facial emotion rec-
ognizing system is still a challenging task. The
problems  of  lightning,  illumination   chal-
lenges,  posing problems hinders the working
of a emotion recognition system. So to over-
come these  problems a  better  preprocessing
methods are used.

2. RELATED WORKS

Facial  expression  recognition  techniques  are
based  on  appearance  features  or  geometry
features.  Geometric  features  are  extracted
from the shape of the face and its components
such as the eyebrows, the mouth, the nose etc.
Appearance features  are extracted using the
texture of the face.eg:wrinkles in the face. The
expressions are determined from static images
or dynamic image sequences.
             

Ekman  and  Friesen  invented  Facial  Action  Coding
System(FACS) to classify facial expressions using fa-
cial  action  units(AUs).Basic  emotions  include
happy,sad,angry,surprise,neural  ,disgust   and  fear
emotions.[10]

Fig 2.1 :Facial Action Coding System to categorize
emotions

A  convention  facial  emotion  recognition  system  is
shown below.The conventional FER procedure can be
divided into three major steps: image preprocessing,
feature extraction, and expression classification,

Fig 2.2 :  Conventional FER System
Image  preprocessing  : Various   image  processing
steps such as face detection (Viola Jonas),cropping
resizing,  normalization,histogram  equalization  and
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filtering are performed. Image Preprocessing is basi-
cally done to images to remove backgrounds, to re-
duce noise and to elliminate light and illlumination
problems. 
Noise reduction/filtering uses  various  filters  such
as  average Filter  (AF),  Gaussian Filter  (GF),  Median
Filter (MF), Adaptive Median Filter (AMF), and Bilat-
eral Filter (BF).
Face detection  deals with localizing and extracting
the face region.[11,12]
Normalization  is to bring about uniformity in color
and size of images for easy computation.[13,14,15]
Histogram equalisation is  applied to  enhance the
image .

Feature Extraction:  It is the process to extract use-
ful data or information from the image, e.g., values,
vectors, and symbols.
Gabor feature extraction,  which uses gabor filters.
[16]
Local  Binary  Pattern  (LBP),  features  are  repre-
sented by binary representations.  [17]
Optical  flow  method,  which  uses  motion  vector
changes.[19]
Haar-like  feature  extraction,  feature  point  track-
ing,  etc.  are  some  of  the  feature  extraction  tech-
niques
Another feature techniques are based on Active Appear-
ance Model and Active Shape Model(ASM). [18]
PCA  (principal component analysis)  and  LDA(linear
discriminant analysis) is a dimension reduction tech-
nique  for  feature  extraction  in  machine  learning
tasks.
 In  feature  tracking,  landmark  key  points  are  ex-
tracted. Scale Invariant Feature Transform(SIFT) is
an example.[20]

Expression Classification:

The commonly used and widely applied classifier in
FER  systems  include  kNN  (k-Nearest  Neighbours  )
[21,22,23],  SVM  (Support  Vector  Machine)[25],  Ad-
aboost  (Adaptive  Boosting),  Bayesian,  SRC  (Sparse
Representation-based  Classifier),  and  PNN  (Proba-
bilistic Neural Network). 

KNN Network requires time consuming trainining 
alogorithm. 

SVM is useful when the dataset contains less 
number of samples.
Adaboost is sensitive to noise but reduces overfit-
ting problems.
Bayesian classification requires linear parameters.

The feature extraction and classification have to be
designed  manually  and  separately,  which  means
these  two  phases  cannot  be  optimised  simultane-
ously.
Deep learning-based approaches highly reduce the

reliance on image preprocessing and feature extrac-
tion and are more robust to the environments with
different elements,  e.g.,  illumination and occlusion,
which means that they can greatly outperform the
conventional approaches. In addition, it has potential
capability to handle high volume data.

Deep convolution neural network is shown below

Fig 2.3 :Deep convolution Network

CNN[26]  includes  six  components:  Convolutional-
layer,  Sub-sampling  layers,  Rectified  linear  unit
(ReLU), Fully connected layer, Output layer and Soft-
max layer.

Layer  0:  Input  layer-  The  network  inputs  are
grayscale images with of size 32 by 32.

Layer 1:Convolutional layer- calculates the output
of all  neurons that are associated to local regions in
the input layer,each calculating a dot product among
their weights and a small region they are associated
to .Filter used is 32.

Layer 2: RELU layer(Rectified linear unit)- will ap-
ply on elementwise activation function, such as the
max (0,  x).Subsampling(Max pooling)  is  performed.
By applying maximum function in the Max-Pooling,
input value is reduced.

Layer 3:Convolution with 64 filter.Relu performed.

Layer 4:Sub Sampling performed.

Layer  5:Fully  connected  layer  with  256  hidden
units are placed.

Layer 6:Softmax layer with 25 neurons which indi-
cate  numbers  of  AUs  and fully  connected  to  prior
layer is considered in order to classification of AUs.
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3. PROPOSED METHOD

In the proposed method, in order to classify seven
basic  emotion  states,  a  psychological  framework
which is called Facial Action Coding System (FACS)  is
used for increasing accuracy of recognizing system,
and  facial movements by AUs are used for classifier
output to determine final emotion state by combina-
tion of Aus(Auction Units).

Fig 3: Action Units

A overview of the system is shown below

Fig 3.1: System Design

The overview of the system includes the following
steps:  Face  Detection,  pre  processing,  Feature  Ex-
traction,Classification.

4. IMPLEMENTATION

The input image is the original image. Face detection
is performed and is followed by pre processing , fea-

ture extraction and classification stages.

Fig 4: Original Image

4.1 Face Detection
  

Face detection is done using viola jonas  algorithm.
The algorithm has four stages: 

1. Haar Feature Selection 
2. Creating an Integral Image 
3. Adaboost Training 
4. Cascading Classifiers

Fig 4.1: Face and Eyes Detection

4.2 Pre processing

The  pre processing consists of the following steps:
1) RGB-GRAY scale conversion’
2)Cropping non face area
3)Resizing
4)Normalization
5)Filtering
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Fig 4.2.1: Pre Processing Stages

RGB – Gray scale conversion

        
Fig 4.2.2: RGB-GRAY Scale conversion

Cropping non face area

Fig 4.2.3: Cropping

The non face area is cropped off to obtain the face
region to perform further operations on the image.

Resizing

Fig 4.2.3: Resizing

Resizing image to 32* 32 which will  be fed to the
Convolution Neural Network.
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Normalization

A  normalized  gamma-corrected  contrast-limited
adaptive histogram equalization tecnique is used.
Contrast Limited Adaptive Histogram  Equalization tech-
nique(CLAHE) is followed by a NGC Function .As a final
point, adding the NGC function to CLAHE can signifi-
cantly  improve its  performance,  wherein  this  func-
tion helps to reduce the brightness and enhance the
contrast of the degraded image.
CLAHE  is  histogram  equalisation  adaptive  method
computes several histograms, each corresponding to
a distinct section of the image, and uses them to re-
distribute  the  lightness  values  of  the  image.  It  is
therefore suitable for  improving the local  contrast
and enhancing the definitions of edges in each re-
gion of an image

Fig 4.2.4: CLAHE

Applying gamma correction on the CLAHE image

Fig 4.2.4: Gamma Correction

Filtering
A Non- local means filter is used for noise reduction
or image denoising.Non-local means filtering takes a
mean of all pixels in the image, weighted by how sim-
ilar these pixels are to the target pixel.

Fig
4.2.5 Non Local Means Filter

4.3.Feature Extraction
LTP(Local ternary pattern) is used for feature

extraction.
In LTP, the neighborhood pixel gray values are com-
pared with the central pixel gray values by using a
threshold. Based on this comparison, the neighbor-
hood value will be assigned one of the three values,
+1 or 0 or -1.

Fig 4.3: Feature Extraction

4.4 Classification

The network inputs are grayscale images with of size
32 × 32 and comprise two convolutional layers with
32 and 64 filters, and filter sizes of 5 × 5 and 7 × 7.
After  each  convolutional  layers,  a  Rectified  Linear
Unit  (ReLU)  activation  functions  is  followed.  Max
pooling  layers  are  also  located  after  convolutional
layers, and a fully connected layer with 256 hidden
units are placed. Finally a softmax layer with 25 neu-
rons which indicate numbers of AUs and fully con-
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nected to prior layer is considered in order to classifi-
cation of Aus.

Fig 4.4: Some Emotions Classified

5. EXPERIMENTS , RESULTS AND EVALUATION

The proposed system was trained and tested on Ex-
tended  Cohn-Kanade  (CK+)[27]  dataset  which  is  a
publicly available and used for facial expression stud-
ies. The dataset includes 123 subjects . Dataset im-
ages are grayscale with size 640 by 480 and 8-bit pre-
cision, and for each image there is a descriptor file
which  contain  labels  for  denoting  AUs  that  pre-
sented in each images. The dataset includes images
for  the  expressions:  neutral,  happy,  sad,  surprise,
fear, anger, disgust and contempt.

6.CONCLUSION
A  novel  approach  for  detecting  action  units  (AUs)
which is a coding of facial movements in psychologi-
cal framework. A CNN is developed for optimal fea-
ture extraction and detecting AUs and by means of
detecting seven expressed emotions. CNNs are able
to learn characteristics  of facial  expression and in-

crease facial emotion recognition accuracy.
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